Multi-Plane Holographic Display with a Uniform 3D Gerchberg-Saxton Algorithm
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Abstract
A modified three-dimensional (3D) Gerchberg-Saxton (GS) algorithm for phase-only holograms in holographic displays is proposed. Numerical and experimental results indicate that compared with the traditional 3D GS algorithm, image-quality difference in the proposed method is reduced by four orders of magnitude, while the average image-quality is increased by 28.7%.
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1. Introduction
Holographic display is a promising three-dimensional (3D) display technology because it can produce 3D images which can be seen with naked eye as if the images come from actual environments [1-3]. In recent years, holographic displays utilizing computer generated holography (CGH) becomes popular, because it can realize dynamic 3D displays [4]. In CGH, the hologram is calculated by a computer and then written into a display medium, such as a spatial light modulator (SLM), to reproduce the 3D images of a designed object. The pure-phase CGH, known as kinoform [5], has a very high diffraction efficiency due to its non-absorptivity and thus is widely used.

Algorithms of calculating kinoforms include Gerchberg-Saxton (GS) algorithm, direct binary search, simulated annealing (SA), and genetic algorithm (GA), superimposing complex amplitudes from discrete sources with random original phase, and so on. The GS algorithm, originally proposed by Gerchberg and Saxton [6], features many advantages such as less convergence time and clearer reproduction [7], but it can only reproduce one object plane. Based on the original GS algorithm, 3D GS algorithm [8-11] was developed, which was able to reproduce multiple planes by dividing a 3D object into multiple planes.

However, in the 3D GS algorithm, there is a serious problem in image-quality uniformity along the direction of light propagation. This problem comes from information loss in the iteration loop. And for object planes at different positions, the degree of loss is different, which leads to different reproduced image-qualities consequently. Some modified 3D GS algorithms [12, 13] adopt weighting methods to reduce information loss, so that the image-quality difference can be reduced. But the weighting factors in those algorithms are fixed, and they are not very efficient.

In this paper, a new uniform 3D GS algorithm is proposed to eliminate the image-quality difference. In the new algorithm, the weighting factor is adjusted automatically at different planes in different iteration loops. The adjustment is made based on the feedback from motoring the image-quality difference among all object planes in real-time. With the design, image-quality in each object plane is controlled more subtly and always tends to approach the average image-quality. As a result, the image-quality can be minimized to a large extent. Both numerical simulations and optical experiments are carried out to verify the uniform 3D GS algorithm. The results show that in the new algorithm, the image-quality difference is reduced to 0.209‰ of that in the conventional 3D GS algorithm, and the average quality increases by 28.7%.

2. Vertical image-quality difference in traditional 3D GS algorithm

The traditional 3D GS algorithm can reproduce multiple planes. As Figure 1 shows, a 3D object is divided into multiple planes and the iteration loop is constructed between object planes and the kinoform plane. Light information goes to and fro between kinoform and each object plane using Fresnel transform and inverse Fresnel transform. The kinoform is further optimized with amplitude replacement in every plane where the phase distribution in is not changed, but the amplitude is replaced with the target amplitude. As a result, the optimized kinoform can approximately reproduce all the target amplitudes in object planes. When the iteration loop comes from kinoform to plane n, the process can be described as below

\[ U_s = \text{FrT}(U_H) = F_s \cdot \exp(i\phi_s) \]  \hspace{1cm} (1)

\[ U_H = T_n \cdot \exp(i\phi_H) \]  \hspace{1cm} (2)

\[ U_H = \text{FrT}(U_{n-1}^s) = F_n \cdot \exp(i\phi_n) \]  \hspace{1cm} (3)

\[ T_n = \text{exp}(i\phi_n) \]  \hspace{1cm} (4)

where \( U \) and \( U^r \) correspond to the complex amplitude before and after amplitude replacement, respectively. \( \text{FrT} \) and \( \text{IFrT} \) mean Fresnel transform and inverse Fresnel transform respectively, \( T \) is the target amplitude. Eq. (2) and Eq. (4) represent the amplitude replacement in plane \( n \) and the kinoform plane, respectively.

The traditional 3D GS algorithm is widely used in 3D holographic displays. However, in the reproduction, image-qualities in different object planes vary and there is large image-quality difference along the direction of light propagation. Therefore,
some planes are clear but some planes are more blurred or even not recognizable. The main reason is that when enforcing amplitude replacement at one object plane, information of previous planes is lost to some degree. So after a complete iteration loop, information transmitted from object planes to kinoform decays and the degree of decay depends on the positions of object planes in the iteration loop. For example, as shown in Figure 1, the iteration loop is as: kinoform→plane 1→plane 2→…→plane n→kinoform. Plane 1 is the farthest from the final kinoform, so the degree of decay of plane 1 is the highest, and as a result, the image-quality in plane 1 is the worst. On the other hand, plane n is the nearest from the final kinoform, so plane n is the clearest plane. The image-quality difference among those object planes severely degrades the visual effect of the 3D holographic display.

### 3. Uniform 3D GS algorithm

In the uniform 3D GS algorithm, a weighting amplitude replacement is carried out, where the weighting factors in different planes are self-adjusted based on the feedback from real-time image-quality difference.

#### (a) Weighting amplitude replacement

The amplitude replacement with the weighting method can be described as follows:

\[ U_n^a = (a_n \cdot F_n + (1 - a_n) \cdot T_n) \cdot \exp(i\sigma_n) \]  

(5)

where \( a_n \) is the weighting factor, \( F_n \) is the amplitude transmitted from previous plane with Fresnel transform. Compared with amplitude replacement in Eq. (2) and Eq. (4), this amplitude replacement reserves more information from previous object planes and the information loss is reduced. As a result, the image-quality difference among object planes is smaller.

The weighting factor \( a_n \) can vary in different planes. And we find that in an iteration loop, the weighting factor at one object plane can control the image-quality of that plane. In general, a higher weighting factor leads to a lower image-quality. Based on that, we design a feedback method in which the weighting factor can be automatically adjusted according to the image-quality in every object plane, thus the image-qualities of all planes can be fine-tuned to approach a same value. So the images exhibit uniform qualities.

#### (b) Self-adjustment of weighting factor according to feedback of image-quality difference

The image-quality can be evaluated by the correlation coefficient (C) between reproduction images and target images, which is defined by:

\[ C(t, t_0) = \text{cov}(t, t_0)(\sigma_t, \sigma_{t_0})^\lambda \]  

(6)

where \( t \) is the reproduction amplitude, \( t_0 \) represents the amplitude of the target plane, \( \sigma \) is the standard deviation, and \( \text{cov}(t, t_0) \) is the cross covariance between \( t \) and \( t_0 \). The \( C \) value ranges from 0 to 1. Higher \( C \) value means better image-quality. If \( C \) equals to 1, the perfect reproduction is obtained.

The self-adjustment process is shown in Figure 2 where \( C_1^r, C_2^r, \ldots, C_n^r \) is the image-quality at plane 1, plane 2, …, plane \( n \) in the \( p \)th loop, \( C_1^p, C_2^p, \ldots, C_n^p \) is the average image-quality, \( a_1^p, a_2^p, \ldots, a_n^p \) is the weighting factor at plane 1, plane 2, …, plane \( n \) in the \( p \)th loop. Since the image-quality in one object plane can be controlled by its corresponding weighting factor, image-qualities in all object planes can be adjusted to the same degree by varying the weighting factors. At the end of an iteration loop, image-qualities in all planes and the average image-quality are calculated, based on which the weighting factors of all planes in the next iteration loop are adjusted. If the image-quality in one object plane is higher than the average plane, the weighting factor at the plane in the next iteration loop is increased to reduce the image-quality; if the image-quality is lower, the weighting factor will be reduced. The operation can be enforced by:

\[ a_n^{p+1} = a_n^p - (C_n^r - C_n^p) / 1000 \]  

(7)

where the factor 1/1000 is obtained by optimization.

![Figure 2. Flowchart of uniform 3D GS algorithm.](image)

\[ \Delta x_n = \frac{\lambda d_n}{1920 \times 8 \mu m}, \Delta y_n = \frac{\lambda d_n}{1080 \times 8 \mu m} \]  

(8)

where \( \Delta x_n \) and \( \Delta y_n \) were the sampling interval in the plane \( n \), \( d_n \) is the distance from kinoform to plane \( n \), \( \lambda \) is the operating wavelength. To avoid image-quality difference induced by choosing different target images in different planes, the same target image was used for all object planes, as shown in Figure 3.
1 is so blurred that one can hardly recognize the original information. From plane 5 to plane 8, the reproduced image qualities gradually increase and the images become more recognizable. More details about the reproduced image-qualities can be found in Table 1 where we used $C_a$ to describe the average image-quality and mean square error (MSE) to describe the image-quality deviation. As indicated in the table, the reproduced image-quality in the traditional 3D GS algorithm varies from 0.295 to 0.950. Plane 6, plane 7 and plane 8 have relatively high image qualities ($C > 0.6$) while plane 1 to plane 5 are hardly recognizable. The image-quality difference greatly affects the visual effect of 3D display.

On the other hand, by using the uniform 3D GS algorithm, the reproduced image-qualities in the eight planes are almost the same. The MSE, indicating the image-quality difference, is $8.22 \times 10^{-6}$, which is only 0.209‰ of the value in the traditional method. Besides, all the planes in the uniform 3D GS algorithm are clear. The average image-quality is higher than in traditional 3D GS algorithm, by 28.7%. The reproduction results prove that the uniform 3D GS algorithm can produce high image-quality and good uniformity, which is important for practical 3D holographic displays.

Table 1. Reproduced image-quality in every plane.

<table>
<thead>
<tr>
<th>Plane</th>
<th>$C_a$</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.295</td>
<td>0.578</td>
</tr>
<tr>
<td>2</td>
<td>0.408</td>
<td>0.0392</td>
</tr>
<tr>
<td>3</td>
<td>0.461</td>
<td>0.578</td>
</tr>
<tr>
<td>4</td>
<td>0.509</td>
<td>0.0392</td>
</tr>
<tr>
<td>5</td>
<td>0.572</td>
<td>0.578</td>
</tr>
<tr>
<td>6</td>
<td>0.644</td>
<td>0.0392</td>
</tr>
<tr>
<td>7</td>
<td>0.785</td>
<td>0.0392</td>
</tr>
<tr>
<td>8</td>
<td>0.950</td>
<td>0.0392</td>
</tr>
</tbody>
</table>

(b) Experimental results

To verify the simulation results, optical experiments were also implemented, as shown in Figure 5. The output kinoform from the two algorithms were written into the spatial light modulator (SLM) illuminated with a collimated laser beam ($\lambda = 488$ nm). The SLM is a Holoeye PLUTO VIS SLM, which is pure-phase-modulated, with 1920 x 1080 pixels, 256 grey levels, and a pixel size of 8 $\mu$m x 8 $\mu$m. The optical reproductions of the two algorithms are presented in Figure 6. The results indicate that there is serious image-quality difference in the reproduction of the traditional 3D GS algorithm. And the reproduced images in plane 1 to plane 5 are so blurred that they can hardly be recognized. As for the uniform 3D GS algorithm, images in all object planes are clear and little image-quality difference can be observed. The results prove the effectiveness in minimizing image-quality difference in 3D display.
5. Conclusions
We have proposed a uniform 3D GS algorithm to minimize the image-quality difference along the direction of light propagation. In the proposed algorithm, a novel design of self-adjusting the weighting factor method was employed according to feedback from the image-quality difference. Both simulation and experimental results have shown that the uniform 3D GS can improve the image-quality uniformity and average image-quality, which are important for practical 3D holographic displays.
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